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1. Introduction

  Voice is a very critical function for maintaining daily life. 
Particularly, it is directly related to living for certain occupations 
such as teachers, announcers, and singers. Consequently, 
discovering a laryngeal disorder early for maintaining a healthy 
voice can greatly improve the quality of patients’ life [1,2,3]. 
Therefore, it is important in otolaryngology to accurately 
understand the etiology of a laryngeal disorder, diagnose it early, 
and provide appropriate treatment accordingly.
  it is important to fully understand the etiology of a benign 
laryngeal mucosal disorder and identify multiple risk factors of 
the disease in order to perform accurate diagnosis and treatment. 
Nevertheless, most studies that have evaluated the risk factors of 
laryngeal disorders have just tried to find individual risk factors 
using regression analysis [4,5,6], and only a few studies have 
explored the multiple risk factors of benign laryngeal mucosal 
disorders using machine learning [7]. 
  Supervised learning-based machine learning has been used as 
a way to detect a disease and identify multiple risks in recent 
years. Many recent studies [8,9] have reported that neural 

network-based deep learning is more accurate in classifying and 
predicting diseases than machine learning. Nevertheless, previous 
studies [10] mainly focused on developing classifiers for 
discriminating the presence of laryngeal diseases by mostly using 
video and image data. However, there are not enough studies on 
developing models to predict benign laryngeal mucosal disorders 
while reflecting various features (e.g., health behavior, disease, 
and demographic characteristics) in health surveys. The objectives 
of our study were to develop models for predicting benign 
laryngeal mucosal disorders based on deep learning, naive Bayes 
model, generalized linear model, CART, and random forest using 
laryngeal mucosal disorder data obtained from a national survey 
and confirm the best classifier for predicting benign laryngeal 
mucosal disorders by comparing the prediction performance and 
runtime of the developed models.
 

2. Methods

  This study targeted adults (≥19 years old) who participated in 
the otolaryngology examination and completed the 2012 
KNHANES. Since the prevalence of a laryngeal disorder was 
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only 6.9% among the subjects, showing a data imbalance issue, 
this study resolved the imbalance issue by using propensity score 
matching, which matched sex and age (1:1 ratio). Finally, this 
study analyzed 626 subjects (313 people with a laryngeal disorder 
and 313 people without a laryngeal disorder). Benign laryngeal 
disease [11] in this study were defined as vocal nodules, laryngeal 
polyps, intracordal cysts, reinke’s edema, laryngeal granuloma, 
glottic sulcus and laryngeal keratosis.

[Fig. 1] Type of benign vocal fold mucosal disorders [11]

  This study developed models for predicting benign laryngeal 
disorders using deep learning, naive Bayes model, generalized 
linear model, CART, and random forest and compared the 
accuracy and runtime of them to check their prediction 
performance. Since this study had a small sample size (n=626), 
it could deteriorate the reliability when evaluating the prediction 
performance using held-out validation. Therefore, this study 
carried out 5-fold cross-validation to evaluate the prediction 
performance.
  This study defined the model with the highest accuracy as the 
model with the best prediction performance. When the accuracy 
was identical, a model with a shorter runtime was selected as the 
model with the best prediction performance. All analyzes were 
performed using R version 4.0.1 (Foundation for Statistical 
Computing, Vienna, Austria). 

3. Results

  The accuracies of five models (deep learning, naive Bayes 
model, generalized linear model, CART, and random forest) for 
predicting benign laryngeal mucosal disorders are presented in 
Fig. 10. In this study, deep learning was the best model with the 
highest accuracy (0.84) in five models (deep learning, naive 
Bayes model, generalized linear model, CART, and random 
forest). The runtimes of the five models are presented in Fig. 11. 
In this study, CART showed the shorted runtime (3min 7sec).
The normalized importance of the deep learning’s variables, the 
final model, is presented in Fig. 2. This model confirmed that 
subjective voice problem recognition, pain and discomfort in the 
last two weeks, education level, occupation, mean monthly 
household income, high-risk drinker, and current smoker were 
major variables with high weight for the benign laryngeal 
mucosal disorders of Korean adults. Among them, subjective 
voice problem recognition was the most important factor with the 
highest weight.

[Fig. 2] Variable’s importance for benign laryngeal disorders (only top 
5)  

4. Conclusions

  The results of our study suggested that the prediction 
performance of deep learning could be better than other machine 
learning methods when developing a multi-modal model for 
predicting benign laryngeal mucosal disorders by using various 
data such as image data, demographic factors, and health behavior 
in the future. It will be necessary to compare the accuracy and 
runtime of models using the data of various diseases in order to 
prove the prediction performance of deep learning models, built 
by using epidemiological data.
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