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An Empirical Study on Variables Affecting Warrant Pricing of Japan

Dong-Hwan Kim"

22t Warrant® LabdlA duks)Alae) Fufod 445 2lzblel odAgl 7bde R AR o gy s FaE g
ol delad AFdAdg 9 Relgh AH2A F5ARE shvielth, Warrants FH47 548 AA L 7HE
/‘LL F 7‘}/‘ 7t elulg} Zledef ela A AR vhE Fe] FEAx} Abe] g ‘-} oz 3 warrant¥] ¥3& 53 gk (dividend)
F Algete AF vl - = F "47]11 reo g Hrlshey ‘7-'1 Foleh, mel Agalpe] @bz g a8 F7b
Aoz 19 A olgo] H45 dilution) 9ok, ¥ DFE OPM WAle], ok 2471929l apel DhEe )
4% Eate] warrant7hE el 38 PlAs Fa WM ED BP0 warrant AAAZH FAlE WA staal @ olE
Hate] 199593 1996%28) YRFEATA AL 3009970 warrant 53 Edig A= do 2y warranl 7AAA
& -

Faweel warrant 718 & 284 A sl

Abstract Warrants are often described as call potions written by firms on their own stock. Howerer, a call option
is a pure side bet: i.e., none of the cash flows associated with the call’s sale o1 exercise involves the firm. [ssuing
warrants on the other hand, can affect the fivm’s aggregate level of investment, composition of its capital structure,
and the price of the astock on which warrant ecan be exercised. The problem of the warrant pricing can be solved by
uging of multivariate data analysis techniques, such as 1cgression analysis or discriminant analysis, instead of OPM.
The value of this approach is that we can evlauate the relative importance of each independent variable which affect
a price of a warrant. Thig study empirically examines the Japanese warrant pricing by multiple regression analysis
using a sample of 300 observations traded on Tokyo Slock Exchange during the periods between 1995 and 1996,
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1. Introduction that are more closely linked to the pure gains
associated with the risk distribution siructure inherent

A warranl is a securily issued by the corporation to all financial products. Financial derivative products

in return for cash. Therefore a warrant is an option such as options, warrants, futures or swap contracts

that iz a liability of & corporation. The holder of a have become a slandard risk management tool that

warrant has the right to buy a fixed number of enables risk sharing and thus facilitates the efficient

shares of a specified corporation’s stock (or other allocation of capital to productive investment opportu-

assets) at a specified price at any time until a given mpies. These days, with the overall volume of financial

transactions and investors are looking for new and
different ways to distribution structure by unbundling
part of the risk that a financial institution or investors

date. So, a wartant is a convertible securily. A
conertible  security is onc which at the owner's
option, may he cxchanged for another security with
iflerent characteristics[1] has traditionally been obliged to shoulder entirely[2].
Derivatives can be thought of as financial products Moreover, derivative instruments are not redundant
securities once the existence of informational asym

— metry and market frictions is recognized. They thus

a5 contribute to complete the financial markets and to
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gather information that is not readily available from
frading in the physical markets.

While the benefits slemming from the economic
functions performed by derivative securities have
heen discussed and proven by academics, there is
increasing concern within the financial community
that the growth of the derivatives markets - whether
standardized or not - destabilizes the ceconomy. In
particular, one often hecars that the widespread use of
derivatives has reduced long term investmenis sinee
it concentrates capital in short term speculative
transactions, Moreover, several articles stated that the
derivative markets trading activity destabilizes the
cash markets by increasing the volatility of its funda-
mentals (Such as interest rales, currency rates, efc.).

In the wake of the Barings Sceurities collapse and
4 string of massive losses by Japanese compaines
through failed speculative investments in derivatives,
many people wrongly belicve that derivatives are
fundamentally more dangerous than conventional
financial products and dervalive trading is a very
nisky activity that may ultimatecly lead to systemic
disruptions in the Onancial system. Certainly, deriva
tives enable investors 1o build high-nisk, high-retum
product schemes through risk bundling. The recent
derivatives related fallures were caused by not the
product schemes as such but lack of proper manage:
ment and control.

The purpose of this study is to examine empiricially
main  variables affecting the warrant pricing by
multiple regressioin analysis using a sample of 300
observalions during the period belween 1895 and 1996
in Tokyo Stock Exchange.

The problem of the warrant pricing can be solved
by using of multivariate data andalysis techniques,
such as regressioin analysis or discriminant analysis,
nstead of OPM, The value of this approach is that
we can evaluate the relative importance of each inde-
pendent variable which affect a price of a warrant.

In security analysis, the starting point is to deter-
mine the historical perfomance of the firm, Under—
taking this evalualion requires a heavy reliance on its
published financial statements. Therefore, the indepen
dent variable cmployved for stock prices included

various data per share and ratio can be analyzed to
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evaluale the pricing of warrant on slocks. Since the
Black-Scholes OPM doesn’t give any information
about relative importance of adjustment both dividend
and dilution, the rmultiple regression analysis was
performed to evaluate the warrant prices. The objeive
of this rescarch is assessing the degree and charater
of the relationship befween dependent and indepen-
dent varables as well as more accurately prediction

of warrant pnces.

2. Overview of Empirical Studies of Warrant

Unfortunately, empirical studies of warrant valuation
are lew because of the unavailability of warrant data
in machine -readable [orm. However, several studies
examine the nse of option valuation models m the
prcing of warrants. Since DBlack and  Scholes(3]
proposed thal option pricing can be used for the
warrant pricing, this problem has been studied by
Emanuell4], Schwarlz (1977), Galal and Schneller[3),
and Constantinides[6]. The simplest approach to the
problem assumes a one-period model. The firm
assumed to be 100% equity financed, and investment
policy is not affected by ils financing decisions. For
cxample, the procceds from issuing warrants are
immediately distributed as dividends to the old
shareholders. Also the firrn pays no cnd-of~ period
and the

exercised as a block. Thesc some what retrictive

dividends, warrants are assumed to be
assumptions facililate the estemation of the warrant
value and its cquilibrium rate of return. Galal and
Schneller (1978)  show,

assumptions, that the relurns on a

for the above mentioned

watant  are
perfectly correlated with those of a call option on the
same [rm without warrants, Because the warrant and
the call option are percctly correlated, they will have
exactly the same systematic risk and therefore the
same required rate of retwn. The expected retum is
the belore-tax cost of capital [or issuing warrants
and can casily be estimated [or a company that is
contemplating 2 new issue of warrants, One problem
with the above approach is that warrants arc not
constrained to be cxercised simmullancously in one
large block. Emanucl (1933) demonstrated that if all
warrants were held by a single profit-maximizing
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monopolist, the warrants would be exercised sequen—
tally. Constantinides (1984) has solved the warranl
valuation problem for competitive warrant holders and
shown that the warrant price, given block excrcise.
Frequently the balance shect of a firm has scveral
cg.,
convertible bonds, with different maturity dates. This

contingenl claim  securities, warrants  and
means that the expiration and subsequent exercise (or
conversion) of the security can result in equily
dilution and therfore early excrcise of the longer
malurity contingenl claim securities. Firms can also
forces early exercise or conversion by paying 4 large

cash or stock dividend[7].

3. A Decision Process for Multiple
Regression Analysis

3.1 Obijectives of Multiple Regression
Multiple

statistical lechnique used o examine the relationship

regression  analysis is a  multivariate
between an single dependent varigble and a set of
dependent variables, The necessary starting point in
multiple regression, as with all multivariate statistical
technicues, is the research problem. The [exibility
and adaptability of multiple regression allows f(or its
use with almost any dependence rclationship. So in
sclecting suitable applications of multiple regression,
the analyst must consider three primary issues: 1) the
appropristeness of the research problem, 2) specifica

tion of a statistical relationship, and 3) selection of

the dependent and independent variables[8].

3.2. Research Design of a Multiple
Regression Analysis

In the design of a mulliple regression analysis,
sample size, the nature of the independent variables,
and the
represent special Tealtionships between the dependent

possible creation of new variables to
and independent variables must be considered. In
doing so, the criteria of statistical and practical
significance musl always be maintained.

The sample size used in multiple regression
analysis is perhaps the most influential single elernent
under the comtrol in designing the analysis. The
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eflects of sample size are seen most directly in the
statistical power of significance testing and the
generalizability of the result[9).

The size of the sample has a dircet impact on the
appropriateness and the statistical power of multiple
regression. Small samples, usually characterized as
having fewer than 20 observations, are appropriate
only [or analysis by simple regression with a single
independent. variable. Even in these situations, only
very strong relationships can be detected with any
degree of certainty., Likewise, very large samples of
1,000
significance tests overly sensilive, indicating that

observalions or more make the statistical
almost. any relationship is statistically significant.
With large samples the criteria of practical signifi-
cance must be met along with statistical significance.
Power in mulliple regression rcfers to the probability
of detecting as statistically significant a specific level
of B of a regression coefficient at a specified
significance level and a specific sample size. Sample
size has a dircet and sizable impact on power.

In addition o sample size's role in determining
stalistical power. Tt also affects the generalizabilily of
the resulls hy the ratio of observations to independent
variables. A gencral rule is that the ration should
never fall helow five, meaning that there should be
five observations for each independent variable in the
5 to 1. the

desired level is between 15~20 obscrvations lor each

variate. While the minimum ratio Is

independent  variable. In cases when the available
sample does not meel these criteria, the analyst
should be certain to validate of generalizability of the

results.

3.3. Assumptions in Multiple Regression
Analysis

The assumpiions underlying multiple regression
analysis apply both the variables (dependent and
indepenent) and to lhe rclationship as a whole. The
basic issue is whether the assumptions of regression
analysis have been met. Are the crrors in prediction a
resull of an actual absence of a rclationship among
the variables, or are they caused by some charac-
not  accommodated by the

teristics of the data

regression model? The assumptions to be examined
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are as follows:

1) The linearity of the phenomenon meastred

2} The constant variance of the crror terms

3) The independence of the error terms

4) The normality of the error term distribution
- The principal measure of prediction crror for the
variate is the residual - the diffcrence between the
obscrved and predicted values for the dependent
variable[10].

Analysis of residuals provides a simple vet power-
[ul set of analytical tools for examining the appro-

priateness of a regression model.

3.4. Estimating the Regression Model

and Assessing Overall Fit

Specified the objectives of the regression analysis,
selected the independent and dependent  variahles,
addressed the issues of rescarch design, and assessed
the variables for meeting the assumptions of regres-
sion allow to estimatc the regression model and
assess the overall predictive accuracy of the indepen-
dent variables. In this stage, three basic tasks should
be accomplished: 1) seleet & method for specifying the
regression model to be cslimated, 2) asscss the
gtatistical significance of the overall model
predicting the dependent variable, and 3) determine
whether anv of the observations cxcrt an undue

influence on the results.

3.5, Interpreting the Regression Variate

The next our task is o interprct the regression

variate Dby cvaluating the estimated regression
coetficients for their explanation of the dependent
varigble, The cstimaled regression coelficients are
used to calculate the predicted values for cach
observations and to express the expected change in
the dependent variable for cach unit change in the
independent varables. In addition to making the
prediction, it is important to know which variable is
more helpful in predictiong of (he dependent varable.
Unfofrunately, the regression coefficients do not give
lhis mformation. Therefore, standardized regression
are used instead of

coefficients (beta coefficients)

them[111.
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A key Issuc in interpreting the regression variate is
the corrclation among the predictor variables. This is
a data problem, not a problem of model specification.
But it
regression procedurc. First, it limits the size of the

has substantial cffects on the results of

substantial effects on the results of regression
procedure, First, it lmits the size of the coelficient of
determinatiom and makes increasingly more difficult
to add unique explanatory prediction from additional
variables. Sceond, it makes determining Lhe contribu-
tion of each independent variable difficult because the

elfects of the independent variables arc mixed.

3.6. Validation of the Results

After identifying the Dbest regressioin model, the
final slep is to ensurc thal it represents the gcneral
population (gencralizabilily) and is appropriate [or the
siluations in which il will be used (transferablility)[12].

The most appropriate empirical validation approach
is o test the regrressiion model ol a new sample
drawn from the general population. A new sample
will ensure representatvencss and can be used in
several ways. [irst, the original model can predict
values in the new sample, and predictive fit can he
calculated. Second, a separale model can be estimated
with the new sample and then compared with the
original equation. Since many pressures, or avail-
ability of respondents. When this is the case, the
sample may be divied into two parts’ an estimation
subsample for creating the regression model and the

holdout validation subsample used to test the equation.

4, An Empirical Test of Variables '
Affecting Warrant Price

4.1. Data and Variables Selection for
Objectives of Test

The data consist of about 300 monthly ohservations
on 15 warrants that were actively traded on Tokyo
Stock Exchange (TSE) between January 1995 and
August 1996. Only warrants with [inile expiration
dates that can he changed for the common stock of
the issuer are included in the sample. All end-of-

month warrant closing prices are drawn (rom Muothly
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Statistics Report (Tokoy Stock Exchange). Other
mformation drawn from this source includes prices,
dividends, and ex -distribution dates for the under—
lying common stocks that trade on the TSE.

Govemment bond data for the last trading day of
each month are drawn from the Asian Wall Strect
Joumal. To apply the regression procedurc, a warrarit
price(W) was selected as the dependent variable to be
predicted by independent variable. The following nine
variables were included as predictor variables:

S Stock Price

X Exercise Price

T Time to Maturity

n Nurnber of Listed Shares

m Number of Listed Warrants

DIV Dividends

r Risk ‘Free Interest Rate(Government Bond)
PIER  Price Famings Ratio

PBR

The relationship among the nine predictor variables

Stock Ilolders Equity

and a warrant pricc was assumed to be statistical,
not functional, becausc it involved perceptions of
performance and may have has levels of measurement
error.

Nine variables mentioned above are rclated with
theorctical studies, especially Dividend and Dilution
adjusted DBlack-Scholes’ Model which evaluates the
price of warrant.

Since, howerver, the Black-Sholes OPM adjusted
doesn'( give any information about relative importance
of each adjustment, the multiple regression analysis
was perfromed to assess the degree and character of
the relationship between dependent and independent
variables as well as more accurately prediction of
warrant priccs.

4.2 Research Design and Assumptions
of the Empirical Model

The first question to be concerning sample size i3
the level of velationship (R) that can he reliably
detected with the proposed regression analysis. The
sample of about 300 observations, with nine polential
independent, is able to detect relationships with (RH

values approximately 20 percent at a power ol .80
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with significance level sel at .01, I the significance
level is relaxed to .05, then the analysis will identify
relationships  explaining about 15 percent of the
variance. The proposed regression  analysis was
deemed sufficient not only statiscally significant
relationships but also relationships that had mana-—
gerial significance.

The sample of about 300 observations also meets
the proposed guideline [or the ratio of observations to
independent variables with a ratio of 156 to 1.

Meeling the assumptions of regression analysis is
cssential Lo cnsure that the results obtained were
truly representative of the sample and that it is
possible to obtain the best results. Any scrious
violations of the assumptions musl be detected and
corrected if at all possible.

The threc assumptions lo he addressed for the
individual variables arc linearity, conslant variance,
and normalily. First, scatterplots of the ndividual
variables did not indicate any nonlinear relationships
between the dependent and (he independent variables.
Second, In the tests of nommality, three of the
varialbes (PER, r, and W) were found to violate the
statistical tests. In each case, transformations were
indicated; for PER by taking logarihms, for r by
calculating 177, for W by calculationg square root.
(Table 1)

4.3. Estimating the Empirical Model and

Assesing Overall Model Fit
With the regression analysis specilied in lerms of
dependent  and  independent  variables, the sample
deemed adequate for the objectives of the study and
the assumptions assessed [or the individual variables,
of the

regression model an assessing the overall model fit,

the process now proceeds to eslimation

In the present research has been used slepwise

cstimation (Table 2).

4.4. Interpreting the Variate

With the model completed, the regression variate
specified, and the diagnostic tests adiministered that
of the

predictive equatiion, which includes S, X, 7, can be

confirm the appropriateness results, the
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Table 1. Multiple regression for untransformed data
xxxxx MULTIPLE REGRESSION ####s

Listwise Deletion of Missing Data

Equation Numlber 1

Method: Enter

Variable(s) Entered on Steep Number
1.. X Exercise Price

Dependent Variable...

W Warrant Price

Block Number 1.

2. R Risk-Free Interest Rate

3. T Time to Maturity

4.. PER Price Eamings Ratio

5. PBR PBR (Stock Holders Equity)

6.. N Listed Shares

7. M Listed Warrants

8.. DIV Dividends

9. S Stock Price
Multiple R 36088
R Square 4111
Adjusted R Square 72724
Standard Error 2.80b41
Analysis of Variance

DF Surn of Squares Mean Square
Regression 9 3921.11017 435.67891
Residual 168 136976094 815334
F = 53.43564
——————————————————————— Variables in the Equation - - -

Variable B SEB Beta T
DIv -.073712 105180 -.0R2876 =701
M 7.70913E-05 1.7450E-05 261787 4418
N ) 1.40724E-06 5.70078-07 261787 2.469
PER 008883 611579 9.466E-04 015
PER -012886 003608 -.187356 -3.571
R 563604 348586 066877 1617
5 012775 001704 891239 7.499
T 609923 263615 141813 2314
X -.012743 95170E-04 -.831607 -13.390
(Constant) 4929311 1.393995 3536

Table 2. Multiple regression for transformed data
e MULTIPLE REGRESSION sosseis

Equation Number 1

Variable(s) Entered on Step Number 3.

Multiple R B9953
R Square 80015
Adjusted R Square 80656
Standard Error 48950

Dependent Vanable.. Wi

X  Exercise Price

90
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Analysis of Variance

DF
Regression 3
Residual 17

T = 24589840

- Variables in the Equation

Variable B

) 002796
T 348672
X -.002816
(Constant) 2217584

Variable Beta In
DIV -.063966
M -.001533
N 034421
FBRR -.044936
FER1 -.049308
R1 -.001838

examined. The predictive equation would be written:

W= 2.217584 + 0.0027965 — 0.002816 X + 0.348672T (1)

With this equation, the cxpeeted warrant prices
could be calculated: In addition 1o providing a basis
for predicting warrant prices, the regression coeffi-
cients also provide a means of assessing the relative
importance of the individual variables in the ovrall
prediction of warrant prices. The following heta
coefficients show the relative importance of each
into the predictive

independent variable included

equation:
A ¢=10.959963

B x=—0.904430
8 r=0.398977

The results of mutliple regression analysis arc
similar to theorctical results of the original Black-
Scholes model. In the Black-Scholes oplion pricing
model the relationships between the warrant price and
it, can Dbe described In

variables, which affects

tunctional form as
C= A58X1), (2)

and the parial derivatives of the call price, ¢, with

Variables in the Equation

Sum of Squares Mean Square

176.75656 58.9188h

41.69153 23961

SEB Beta T
1.4003E-04 959963 19.967
029351 398977 11.680
1.4993E-04 -.904490 -18.784
147812 15.003

Partial Min Toler T
-.058393 .220101 =769
-.002536 467533 -034
071931 430295 045
-.091705 451370 -1.211
-.106428 457931 -1.408
-.004201 472319 -.055

respect to its various arguments are

acC .
a1 70

a5 >0, aX(,

5. Summary and Conclusions

~ The purpose of this paper is an empirical study on
variables affecting the Japanese warrant pricing by
multiple regression Analysis instead of OPM, during
the period between 1995 and 1996 in Tokyo Stock
Exchange.

This study analyzed nine variables as predictor
variables for warrant prices using a sample of 300
observations. The major results of regression for
wartant pricing can be surnmarized as the following.
First, The predictive equation would be written as
following:

W= 2.217584 + 0.0027965 — 0.002816X + 0.348672T

Second, The main variables which affect warrant
prices in order of the degree of their importance:
stock price, warrant exercise price and time 1o
maturity. Effect of the risk-fress interest rate and the
variance of return on the equity was nol revealed. It
scern that the time period covered by sample is very
short as well as it can be characterized as stanation
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period of Japanese economy, so the elfect of the
variance of return on the equity is minimal.

Third, I is most sﬁprisc that other independent
variables are not included into predictive equation,
because there are some empirical evidence that
[inancial markets in Japan as well as in the other
advanced countrics have semistrong-and sometimes
strong-form efficicney, so all relevant information are
fully reflecled in prices of basic securities(bond and
stocks). Therfore, in casc ol warrants all relevant
information, such as dividends and dillution arc
reflected in stock prices.

Fourth, The components of dividend adjustment
have less signilicance than dilution adjustment’s ones.
Therefore in the valuation of warrant prices the
dilution adjustment is more important than the divi
dend adjustment.

The results of Regression Analysis model can be
improved by the reasonable design of samples consi-
dering industrial sector, dividends, time 1 maturity

and so of.
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