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Detecting the screw-assembly state of a valve-body
using the AR method
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Abstract In this study, an augmented reality (AR) app that detects the screw-assembly state of a car
valve-body and assists the assembly work is developed and the effectiveness of the app is shown through
testing. The app creates the contents indicating the screw-assembly position and order, and the
screw-assembly state. Then, the contents are registrated onto the valve-body image on a smart-phone
screen to be shown to the worker during assembly. To this end, the features are extracted from the 2D
image of the valve-body and the location of the valve-body is tracked. By extracting the areas where
the screws are to be assembled, and periodically determining the luminance of these areas, it is checked
whether the screws are assembled in order at the predetermined position of the valve-body. When an
error is detected during assembly, a warning sound is notified to the worker, and the worker can check
the assembly state on the smart-phone screen and handle the error, immediately. Study results found
that it takes about 65 ms to detect the assembly state of the five screws, and the assembly state is
detected without error for 1 hour.
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1. Introduction [1, 2] is being applied to the manufacturing field
[3-8]. By integrating virtual AR contents into real
Due to the development of multimedia  working environment, it is possible to realize

technology, augmented-reality (AR) technology ubiquitous and sensory job supports.
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Detecting the screw-assembly state of a valve-body using the AR method

In this study, an AR-based android app is
developed to assist screw assembly of a car
valve-body. Assembly of automobile parts is a
simple repetitive operation and errors are
infrequent, but if any non-assembly or assembly
sequence error occurs, a serious problem can

the

part-assembly state is very important in the car

occur. Therefore, accurately detecting
assembly process. Meanwhile, most AR apps used
in manufacturing works are in a form in which
the worker works while viewing the app, and it
can be a hindrance to the worker. But the app in
this study monitors the user's work, and when an
like

assembly-order mismatch, it immediately notifies

error occurs non-assembly or

the worker through an alarm or voice message to
handle the there

interference to work caused by having to view

error. Therefore, is no
the app screen.

The app creates AR contents that show five
screws, assembly position and order, and
assembling state, and then adds the contents on
the valve-body image of the smart-phone screen.
In order to add the contents exactly on the
valve-body image, the feature points of the
valve-body are extracted from a 2D image [9]
and the pose of the valve-body is tracked
through the features. And, in order to confirm
whether the screws are assembled in order at
correct positions on the valve-body, the assembly
state of the screws is detected periodically. The
detection is carried out under a simple
assumption, that is, when a screw is assembled,
the assembled area (a hole and its vicinity)
becomes brighter by the screw than when the

hole

luminance of the areas during the assembly

is vacant. So, by measuring only the
operation, the screw assembly state is obtained
easily and accurately.

Through the test, it can be seen that it takes
about 65 ms to detect the assembly state of the
five screws, and the assembly state is detected

without error for 1 hour.
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2. Preliminary works

2.1 Feature—points extraction of valve—body

Fig. 1 shows the valve-body and the five-screws
The app
developed in this study checks the assembly state

assembly  points  (partl~part5).

of the automobile valve-body screws in real time.
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Fig. 1. Valve-body and five assembly positions.

the
assembling line, the position of the valve-body

Since the valve-body may move in
should be traceable. For this, the valve-body
feature points to be used for the tracking are
extracted from a 2D valve-body image and saved
as a file by using Vuforia's Target Manager [10].
This process is performed off-line only once

before the app runs. Fig. 2 shows this process.

Target
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(Vuforia)

feature-data file
(valvebody.xml)

valve-body(target) image

Fig. 2. Feature-points extraction of a valve-body.

2.2 Setting screws—assembly positions

Before the app runs, the assembly positions on
the valve-body image in the smart-phone screen
are set. Fig. 3 shows this process. When the
the

perspective

succeeds,
the

projection matrix are obtained [9]. Then, when

valve-body (target) tracking

model-view matrix  and
the user touches the position where the screws
should be assembled in the target image on the

the the
coordinates of the touched point (POIc) on the

smart-phone screen, app extracts
screen, and calculates the target coordinates

(POIt) corresponding to the POIc with the inverse
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matrices of the model-view and perspective
projection matrix. The obtained POIt is displayed
on the screen and inserted into the app program
as the assembly positions of the screws. This
only once in the

process is performed

initialization routine.
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Fig. 3. Extraction of a part(screw)-assembly position
(POIt) on the valve-body.
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2.3 Setting AR contents

The AR contents are created using JME [11]
library. The contents consist of 3D boxes (z-axis
position is set to 0) to display assembly position
and order of the screws, texts to show assembly-
position coordinates, a screw image, and an

assembly-state indicator (Fig.8(c)).

3. Detecting screws on the valve—body

To check the assembly states of the five screws
on the valve-body, screw-assembly areas are
extracted first, and simple image processing is

performed to detect the five screws on the areas.

3.1 Extraction of screw assembly area

Fig. 4. Images of screw-assembly areas ((a) 80x80
pixels (b) 40x40 pixels).

Firstly, the areas where the five screws are to
be assembled are extracted with no screws. Fig.4
shows two resultant images with two sizes.

Next, to obtain more precise assembly areas, a
circle locus is searched in the assembly areas of
Fig4 and the center point of the circle is
calculated. And finally, the area around the center
point is extracted [12]. Fig.5 shows this process
that finds the center point in the 40x40-pixels
images shown in the Fig.4(b). Fig.5(a) shows the
first-step result of searching circles. A circle is
found in the screw-1, 3, 4, and 5 assembly areas,
but no circle is found in the screw-2 assembly
area. To solve this, the 40x40 pixels image is
sharpened before searching the circle, and a
circle is found in all assembly areas, but some
circles slightly deviate from the center of the
assembly area (Fig.5(b)). As final step, noise
reduction is appended before the sharpening, and
the result is shown in Fig.5(c) where the centers
of the assembly areas are more accurately found.

3.1.1 Generation of reference images

Fig.5(d) and (e) show 20x20 and 10x 10-pixels
images extracted from Fig.5(c), with centers
found from the circles in Fig.5(c). Each image in
Fig.5(d) and (e) is used as a reference image later
in the determining screw-assembly state. The
reference images are generated only once during

the initialization process.
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Fig. 5. Generation of reference images through circle
searching (circle searching: (a) no compensation
(b) with sharpening (c) with blurring and
sharpening, reference images: (d) 20x20 pixels
(e) 10x10 pixels).
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3.1.2 Generation of target images

Fig.6(a) shows assembly areas when all screws
are assembled. Fig.6(b) shows the result of
blurring and sharpening, and then extracting
Fig.6(c)
20x20-pixels images (target images) extracted

circles and center points. shows
from Fig.6(a) with the center points. During
assembly work, the target images are generated
periodically and compared with the reference

(Fig.5(d)), the

analyzed to determine whether the screws are

images and differences are

assembled or not.

Fig. 6. Generation of target images (a) screw-assembly
image (40x40 pixels) (b) circle detection with
blurring and sharpening (40x40 pixels) (c)
target image (20x20 pixels).

3.2 Determination of parts—assembly state

To determine whether the screws are assembled
or not, luminance value (V) is extracted for both
then the

reference and target images, and

differences between the luminance of both

images are calculated as follows.

wxXh—1

)y

i=0

100

Yiulhl= s o h

Yreft‘n - Y;far,,n(]l)

n:number of screws, Y, luminance difference

between the reference and target images for
Y of the

screw-n, rofn
reference and target images for screw-n, w,

Y, .rn:luminances

h:width and height of the reference or target
image, i:index of pixel positions

When Y}, is calculated for all assembly areas, an

assembly state is determined by comparing Y,
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and a threshold, Y, shown in below
After the

(minimum) value among the Y, obtained from

as

condition. selecting maximum

a number of tests with no screws assembled
(with all parts assembled), Y,, is set to the
the
minimum values. Threshold can be set only once

median value between maximum and

during initial setup.

If Yd,n > Ki,th
Else

Y—d,th = medzan( )/d,nas7 )/d,as)

screw-n assembled

screw-n not-assembled

()]
Y, threshold value of Y,

Y, st max Y, when no screws assembled

Y, .t min Y, when all screws assembled

4. Test and analysis

The smart-phone used for the test has display
resolution of 1920 x 1080. The video frame rate
is 30 frames per second and the video resolution
is 1280%720. Fig.7 shows the test arrangement of
the valve-body and smart-phone.

Fig. 7. Arrangement of valve-body and smart phone.

4.1 Screw detection with luminance threshold

In this test, not only the luminance (Y) of the
screw-assembly area but also the color values

(croma-red/blue: C./C) were used to determine
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whether the screw was assembled or not, but the
color values were not effective because there was
little color difference depending on the assembly
state, and finally, the screw-assembly state was

luminance. To
thresholds, Y,

according to the Eq.2, some tests have been

determined wusing only the
determine the luminance
performed and the results are analyzed. Table 1
shows the analysis results for three test cases.
In Table 1, case I shows the test result
performed with 40x40-pixels reference and
target images. If no screws are assembled, the

maximum Y, is 11.2, whereas when all screws
are assembled, the minimum ¥, is 15.4. So,
Y, is set to 13, which is the median value

between 11.2 and 15.4. By the same way, in case
I with 20x20-pixel images, Y, is set to 24. On

the other hand, in case III, with 10x10-pixel

Table 1. Test results of screw detection.

images, Y, is also set to 24. But in case III,
since the distance between the minimum and
maximum Y, is the largest, Y, reliability of
the case III is highest.

As shown in the sixth column of Table 1, a
detection cycle detecting the five screws is
completed within 300 ms in all cases. Last
column in the Table shows detecting error rates
of 7200 cycles (1 hour), with screw-1,2,3
assembled and screw-4,5 not-assembled. When
40x40-pixels reference/target images were used
without the circle detection (case I), 20 detection
errors occurred. However, when images of 20x20
pixels or 10x10 pixels were used with the circle
detection (case II, III), no detection error
occurred, but, case III is more desirable because
the detection time is about 50 % shorter than

case II.

screw not-assembled’ all-assembled - detection errors/
- (VR -YILH(Eq.D . Crar® .Yd'n (Fa.D . G’ (Elg-t;) time [msl* detection-cycles’
min/max/avr) (min/max/avr) (min/max/avr)  (min/max/avr) (min/max/avr) Y
1 4.1/10.4/6.1 0.5/0.6/0.56 21.0/21.9/21.5 0.7/0.7/ 0.7
o 2 4.3/9.8/6.6 0.5/0.5/0.5 15.4/16.9/15.8 0.6/0.7/ 0.65
40x40 3 6.1/11.2/8.1 0.5/0.6/0.52 19.5/22.9/21.5 1.1/1.2/1.12 13 215/254/223 20/7200
pixels 4 70/112/84  05/0.6/051 24.4/26.8/258  0.7/0.8/0.704
5 1.6/9.7/4.4 0.5/0.5/0.5 22.1/22.7/22.2 0.6/0.6/0.6
1 2.2/10.9/8.6 0.5/0.8/0.7 35.8/53.8/45.7 1.0/1.2/1.1
D 2 65214584 04/05/042  365/493/458  08/09/084
pixels 3 3.6/20.5/7.7 0.5/0.7/0.57 34.3/41.5/39.0 2.0/2.6/2.1 24 101/159/129 0/7200
vorde 4 3819074 0507/06 264/379/327  14/26/2.1
5 1.7/7.1/3.2 0.3/0.5/0.4 38.5/45.1/40.2 0.7/1.1/1.0
1 1.0/3.1/1.7 0.7/0.9/0.74 70.0/75.7/72.1 0.8/1.4/1.2
D2 1e/eons 03006004 357/618/57.4  06/14/1.1
pixels 3 10.8/14.5/12.7 0.6/0.9/0.7 33.4/46.8/38.1 1.4/2.6/1.9 24 50/113/65 0/7200
rorde 4 85/124/100  06/09/072 36.6/60.4/483  11/2.1/17
5 0.7/2.6/1.6 0.3/0.6/0.4 44.7/64.4/58.2 0.8/1.7/1.4

For all tests, detection period/cycle is 500[msec]

. No screws are assembled during 100 detection cycles.

. All screws are assembled during 100 detection cycles

. For 100 detection cycles, screw-detection threshold

. For 100 detection cycles, detection-time duration for one cycle

. For 7200 detection cycles, with screw-1,2,3 assembled and screw-4,5 not-assembled
100 wxh—1

TR X o< Z}) UCrresin = Crtarsl T 1Chreson = Chparl)

i=

()} 0 N

. Cy-w, n [%] =

C i chroma-red and chroma-blue difference between the reference and target images for screw-n

Thd,
O,y reference and target chroma-reds, C,.;, Gy, reference and target chroma-blues
i

G !
—

rrefs
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4.2 Screw-assembly test

This test has been carried out under the same
conditions as the case III in Table 1. Fig. 8 shows
an assembling procedure of the five screws in
order at the predetermined position of the
valve-body. The number, shown in the 3D box
displayed at the screw-assembly position,
indicates the assembling order. The position
where a screw should be assembled now is
indicated by flashing the box color in red and
yellow. When present assembling is correct, the
assembly status displays OK, and when an
assembling error occurs, it displays ERR. Then, a
warning sound is immediately generated,
allowing the worker to check present error state
through the smartphone screen and correct it.
When an assembly cycle is completed correctly,
END is displayed. When an assembly position is
touched on the smart-phone screen, the image
of the screw to be assembled at the touched
position is displayed at the bottom of the screen
so that the worker can check it (Fig.8 (c)). Fig.8(d)
shows a case that screw-3 should be assembled
but screw-4 is assembled, so ERR is displayed.
After screw-4 is removed and screw-3 is
assembled, assembly situation changes back to
OK (Fig.8 (e)).

840 partz O I

(b) assembled:screw-1 next:screw-2 (OK)

OK assembly location/ord

assembly state

ouch location
coordinates
,22,0

panL®
(f) assembled:screw-1, 2, 3, 4, 5 next:no (END)

Fig. 8. Screw-assembly test.

5. Conclusion

In this study, an AR-based android app is
developed to assist screw assembly of a car
valve-body and the effectiveness of the app is
shown through testing. The main features of the
app are summarized as follows.

- Tracking target (valve-body) pose by using
natural 2D feature points

29
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- Guiding assembly work by using AR contents
- Detecting five screws through image processing
- Detecting assembly-error and notifying to

worker

Test results show that it takes about 65 ms to
detect the assembly state of the five screws and
the assembly state is detected without error for 1
hour. And the screw-assembly test proves the
app can be easily applied to assembly-work
be

conducted to verify the performance of the app

assistance. In the future, research will

in actual work sites and to develop various AR
contents that can be used in a wider variety of
work environments. In addition, a method of
measuring and displaying the tightening state of

the screw will be studied.
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