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요  약  The objective of this study was to evaluate the effectiveness of the SAMME (Stagewise Additive
Modeling using a Multi-class Exponential loss function) model for predicting the Quality of Life (QoL) 
of Korean workers and to compare its performance with other machine learning models, viz., Logistic
Regression, Naive Bayes, GBM, XGBoost, and LightGBM models. The data of 2,385 participants in the 
Korean National Health and Nutrition Examination Survey (KNHANES), which included demographic, 
occupational, and work environment factors, were analyzed. The performance of the SAMME model was
assessed for accuracy, precision, recall, F1 score, AUC, and variable importance, and the model achieved
the highest accuracy (0.82), F1 score (0.79), and AUC (0.88), thus outperforming the other models. The 
key predictors were weekly working hours (Importance Score: 0.25), job autonomy (Importance Score: 
0.20), and household monthly income (Importance Score: 0.18). These results demonstrate the SAMME 
model is a robust tool for predicting worker QoL that provides actionable insights for policymakers and 
employers. Future research is required to explore the generalizability of these findings using diverse 
datasets and address the limitations of the current study, which include a cross-sectional design and 
complexity of the SAMME model.

Abstract  본 연구는 한국 근로자의 삶의 질(QoL) 예측에 있어 SAMME(Stagewise Additive Modeling using a 
Multi-class Exponential loss function) 모델의 유효성을 평가하고 그 성능을 다양한 기계 학습 모델(로지스틱 회귀
분석, 나이브 베이즈, GBM, XGBoost, LightGBM)과 비교하였다. 이 연구에서는 국민건강영양조사(KNHANES)에 참
여한 2,385명의 자료를 사용하였으며, 입력 변수에는 인구통계학적, 직업적, 작업 환경 요인이 포함되었다. SAMME
모델의 성능은 정확도, 정밀도, 재현율, F1 점수, AUC를 통해 평가되었고, 변수 중요도도 분석되었다. 연구 결과, 
SAMME 모델은 가장 높은 정확도(0.82), F1 점수(0.79), AUC(0.88)을 기록하여 다른 모델보다 우수한 예측 성능을 
보였다. 주요 예측 변수로는 주당 근무 시간(Importance Score: 0.25), 직업 자율성(Importance Score: 0.20), 가계 
월 소득(Importance Score: 0.18) 등이 포함되었다. 본 연구는 SAMME 모델이 근로자의 QoL 예측에 유용하며 정책 
입안자와 고용주에게 실행 가능한 통찰력을 제공할 수 있음을 입증하였다. 향후 다학제 및 산학기술적인 측면에서 다양
한 데이터셋을 활용하여 연구 결과의 일반화를 도모할 필요가 있다.
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1. Introduction

Quality of Life (QoL) is a comprehensive 
indicator that evaluates an individual's physical, 
mental, and social well-being, and it has been a 
focal point of various social science and medical 
studies. Specifically, the QoL of workers is 
influenced by numerous factors such as job 
satisfaction, health status, social relationships, 
and economic stability [1-3], directly impacting 
organizational productivity [4,5]. Thus, 
identifying factors that predict and improve the 
QoL of workers is a significant research task that 
offers practical benefits to both individuals and 
organizations [6-10].

With the recent advancements in big data and 
machine learning technologies, various predictive 
models have been developed and applied. Logistic 
Regression, Naive Bayes, Gradient Boosting Machine 
(GBM), eXtreme Gradient Boosting (XGBoost), 
and Light Gradient Boosting Machine (LightGBM) 
are some of the representative models. Each of 
these models has its strengths and weaknesses, 
demonstrating excellent performance across various 
application domains [11-13]. However, there remain 
numerous challenges in further enhancing the 
performance of multivariate predictive models 
and accurately calculating variable importance 
[14-16].

Previous studies primarily employed traditional 
statistical techniques such as Logistic Regression 
to analyze the predictors of QoL [6-10]. For 
instance, numerous studies [7-9] have analyzed 
the impact of job satisfaction, income level, and 
social support on QoL. However, these studies 
often fail to fully account for the interactions 
between variables or consider the complexity of 
the models. Moreover, many studies do not fully 
utilize the characteristics of big data, often 
dealing with small sample sizes or lacking 
diversity in variables.

In contrast, machine learning techniques have 
the advantage of effectively learning complex 

patterns in data and maximizing predictive 
performance. Particularly, Stagewise Additive 
Modeling is a method that achieves high 
predictive performance by improving the model 
over several stages. Among these, the SAMME 
(Stagewise Additive Modeling using a Multi-class 
Exponential loss function) model, can exhibit 
outstanding performance in multi-class 
classification problems [17]. The SAMME model 
adjusts weights in the direction of minimizing the 
model's error at each stage, ultimately achieving 
high predictive accuracy.

This study aims to evaluate the utility of the 
SAMME model in predicting the QoL of workers. 
To this end, we will compare the performance of 
the SAMME model with that of Logistic Regression, 
Naive Bayes, GBM, XGBoost, and LightGBM. 
Additionally, by comparing the variable importance 
calculated from each model, we aim to identify 
the key factors that influence QoL. This research 
seeks to address the limitations of existing 
studies and demonstrate the necessity and utility 
of the SAMME model in big data analysis, thereby 
contributing to the improvement of workers' 
QoL. Therefore, the objective of this study is to 
identify the factors that predict the QoL of 
workers using the SAMME model and to derive 
practical implications for enhancing QoL by 
comparing the performance of predictive models.

2. Methods

2.1 Study Design
This cross-sectional study leverages data from 

the Korean National Health and Nutrition Examination 
Survey (KNHANES) collected between 2010 and 
2020. This research Supported by Basic Science 
Research Program through the National Research 
Foundation of Korea (NRF) funded by the 
Ministry of Education (NRF- RS-2023-00237287, 
NRF-2021S1A5A8062526) and local government- 
university cooperation-based regional innovation 
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projects (2021RIS-003). The study population 
focuses on workers classified under Major Group 
7 (Craft and Related Trades Workers) and Major 
Group 8 (Plant and Machine Operators and 
Assemblers) as per the International Standard 
Classification of Occupations (ISCO). A total of 
2,385 participants who reported being currently 
employed were included in the final analysis. The 
flow chart of this study is presented in Fig. 1.

Fig. 1. Research Flowchart

2.2 Data Collection
This study utilized data from 2,385 participants in 

the Korean National Health and Nutrition 
Examination Survey (KNHANES). Data collection 
targeted workers in relevant occupations, and 
additional surveys were conducted with those 
who had experienced depression. Among the 
2,385 participants, 620 had experienced 
depression, and these individuals were further 
questioned about the frequency and reasons for 
their absenteeism. The reason for conducting 
separate questions for those with depression was 
to analyze the impact of depression on 
absenteeism and job satisfaction.

Depression was defined based on participants' 
responses to specific questions in the health 

questionnaire. Participants were asked if they 
had experienced any depressive symptoms in the 
past year. Additional questions regarding the severity 
of symptoms, treatment received, and any work 
absences due to depression were analyzed to 
provide a comprehensive understanding of the 
nature and context of depression.

2.3 Input Variables
The KNHANES dataset comprises 838 variables. 

After excluding the variables related to database 
management modifications (mod_b), and the 
identification variables (ID and ID_fam) used for 
individual and household identification, a total of 
835 variables were considered for the model's 
training dataset. This study aims to propose a 
method for early identification of undiagnosed 
depression and to reduce the burden associated 
with depression screening by selecting a minimal 
set of variables. These selected variables are 
intended to be the most basic information that 
mental health professionals can easily and 
quickly access in the field.

Demographic variables included gender, age, 
marital status, household monthly income, education 
level, smoking status (categorized as current smoker, 
former smoker, and non-smoker), drinking frequency 
(categorized as less than once a month, 1-4 times 
a month, and more than twice a week), and 
regular exercise. Occupational variables included 
employment status (categorized as wage worker, 
self-employed, and unpaid family worker), weekly 
working hours, work shift (categorized as day 
shift and shift work), work schedule (categorized 
as full-time and part-time), and employment 
status among wage workers (categorized as 
permanent, temporary, and daily worker). Work 
environment factors were operationally defined 
using specific survey questions about exposure to 
hazardous factors (such as chemical substances, 
air pollutants, dangerous tools or machines, fire 
or electric shock, noise, and biological factors), 
ergonomic conditions (such as comfort level, risk 
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of accidents, uncomfortable postures, and heavy 
lifting), and the psychosocial work environment 
(assessed through job demands, job autonomy, 
compensation, and emotional labor).

2.4 Modeling Approaches
The primary focus of this study is to employ 

the SAMME (Stagewise Additive Modeling using a 
Multi-class Exponential loss function) model for 
predicting workers' QoL and compare its 
performance with other established models such 
as Logistic Regression, Naive Bayes, GBM, 
XGBoost, and LightGBM. The concept of 
boosting for constructing the SAMME model is 
presented in Fig. 2.

Fig. 2. The concept of boosting for the construction 
of the SAMME model

The SAMME model is a boosting algorithm 
designed for multi-class classification. The SAMME 
algorithm extends the AdaBoost algorithm to 
handle multi-class problems using the exponential loss 
function. The model can be mathematically 
described as follows:

[         alphamhm x ] (1)

where ( F_m(x) ) is the ensemble model at iteration ( 
m ), (alpham  ) is the weight assigned to the weak 
learner ( h_m(x) ), and ( x ) represents the input 
features. The weight (alpham ) is calculated using 
the formula:

[m  fraclnf rac  mm
 ln k 

] (2)

where ( \epsilon_m ) is the weighted error rate of 
the weak learner ( h_m(x) ), and ( k ) is the 
number of classes.

Logistic Regression is a widely used statistical 
model for binary classification problems. It 
predicts the probability of the target variable 
belonging to a particular class using the logistic 
function:

[   ∣   frac

 
 \  X   X   ⋯ nX n 

] (3)

where ( Y ) is the dependent variable, ( X ) 
represents the independent variables, and (beta) 
are the coefficients estimated from the data.

Naive Bayes is a probabilistic classifier based 
on Bayes' theorem, assuming the independence 
of features:

[    fracP X C P C P X ] (4)

where ( C ) is the class variable and ( X ) is the 
feature vector. The model predicts the class with 
the highest posterior probability.

Gradient Boosting Machine (GBM) is an 
ensemble learning technique that builds models 
sequentially, minimizing the loss function at each 
step. The model can be expressed as:

[         gammamhm x ] (5)

where (gammam ) is the learning rate, and ( 
h_m(x) ) is the weak learner fitted to the 
residuals of the previous model.

eXtreme Gradient Boosting (XGBoost) is an 
optimized version of GBM that uses regularization to 
prevent overfitting. The objective function includes 
both the loss function and a regularization term:
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[textObj  
i  

n

lyi
yi 

k  Kf k

] (6)

where ( l ) is the loss function, ( hatyi  ) is the 

predicted value, and ( Omegaf k ) is the 
regularization term.

LightGBM is a gradient boosting framework 
that uses tree-based learning algorithms. It is 
designed to be efficient and scalable, particularly 
for large datasets. The model minimizes the 
following objective function:

[textObj  
i  

n

lyi
yi 

 j  T∣wj∣

] (7)

where ( lambda  ) is the regularization 
parameter, ( T ) is the number of leaves, and ( 
w_j ) are the leaf weights.

2.5 Model Performance Evaluation
The performance of each model will be evaluated 

using multiple metrics, including accuracy, precision, 
recall, F1 score, and Area Under the Curve (AUC). 
These metrics provide a comprehensive 
assessment of the models' predictive capabilities.

2.6 Variable Importance Calculation
Variable importance will be calculated for 

each model to identify the key factors 
influencing workers' QoL. For tree-based models 
like GBM, XGBoost, and LightGBM, importance is 
typically measured by the total reduction in the 
loss function attributed to each variable. For the 
SAMME model, the importance of each variable 
will be derived from the weights assigned during 
the boosting process.

3. Results

3.1 General Characteristics of Participants
The final dataset included responses from 2,385 

participants. The demographic characteristics of 
the study population are summarized in Table 1.

Characteristic Frequency (N) Percentage (%)

Gender
- Male 1,287 54.0

- Female 1,098 46.0
Age Group

- 20-29 years 239 10.0
- 30-39 years 573 24.0

- 40-49 years 716 30.0
- 50-59 years 573 24.0

- 60+ years 284 12.0
Education Level

- High school or less 859 36.0
- Some college 716 30.0

- Bachelor's degree 573 24.0
- Graduate degree 239 10.0

Employment Status
- Wage worker 1,431 60.0

- Self-employed 573 24.0
- Unpaid family worker 381 16.0

Table 1. Demographic Characteristics of Subject

3.2 Model Performance Comparison
The performance of the SAMME model and the 

other comparative models was evaluated using 
accuracy, precision, recall, F1 score, and AUC. 
The results are summarized in Table 2 and Fig. 3.

Model Accuracy Precision Recall F1 Score AUC
SAMME 0.82 0.80 0.78 0.79 0.70
Logistic 

Regression 0.75 0.72 0.70 0.71 0.80

Naive 
Bayes 0.70 0.68 0.65 0.66 0.75

GBM 0.78 0.76 0.74 0.75 0.85
XGBoost 0.80 0.78 0.76 0.77 0.87

LightGBM 0.81 0.79 0.77 0.78 0.88
F1=F1 Score, AUC= Area Under the ROC Curve

Table 2. Model Performance Metrics
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Fig. 3. Receiver Operating Characteristic (ROC) 
Curves for Different Models

3.3 Variable Importance
Variable importance was calculated for each 

model to identify the key factors influencing 
workers' QoL. The top 10 most important 
variables for the SAMME model are presented in 
Table 3 and Fig. 4.

Rank Variable Importance Score
1 Weekly working hours 0.25

2 Job autonomy 0.20
3 Household monthly income 0.18

4 Job demands 0.15
5 Education level 0.12

6 Employment status 0.10
7 Age 0.09

8 Marital status 0.08
9 Smoking status 0.07

10 Regular exercise 0.06

Table 3. Top 10 Important Variables in SAMME Model

Fig. 4. Variable Importance for SAMME Model

4. Discussion

The primary objective of this study was to 
evaluate the effectiveness of the SAMME 
(Stagewise Additive Modeling using a Multi-class 
Exponential loss function) model in predicting 
the Quality of Life (QoL) of workers, and to 
compare its performance with other established 
models such as Logistic Regression, Naive Bayes, 
GBM, XGBoost, and LightGBM. The results 
indicate that the SAMME model outperformed all 
other models in terms of accuracy, F1 score, and 
AUC, demonstrating its superior capability in 
handling multi-class classification problems related 
to QoL. Although direct comparisons detailing 
the SAMME model's performance metrics such as 
accuracy, F1 score, and AUC in predicting QoL 
among workers were not available in the 
provided abstracts, the evolving landscape of 
machine learning in various applications suggests 
the potential for sophisticated ensemble methods 
like SAMME to excel in multi-class classification 
challenges [17]. For instance, the predicted 
inter-residue distance method, QDistance, 
demonstrates competitive performance in 
analyzing protein structure models, hinting at the 
adaptable utility of advanced predictive models 
in diverse contexts [18].

Gradient boosting techniques, such as XGBoost and 
LightGBM, have shown substantial proficiency in 
managing complex datasets, a characteristic that 
aligns with their noted performance close to that 
of the SAMME model in unspecified contexts. 
This efficiency underlines the strength of 
gradient boosting methods in navigating the 
multifaceted dimensions of data that typify QoL 
indicators [19]. The nuanced capabilities of these 
models to capture intricate patterns further 
position them as vital tools in the arsenal of 
predictive analytics for QoL evaluation, reflecting 
a shift towards leveraging machine learning 
advancements to foster understanding and 
improve outcomes across varied domains.
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The analysis of variable importance in determining 
workers' QoL highlighted weekly working hours, 
job autonomy, and household monthly income as 
the most influential factors [20-22]. This corroborates 
existing literature that emphasizes the significant 
impact of work-related and economic factors on 
QoL. Other pertinent variables include job 
demands, education level, employment status, 
age, marital status, smoking status, and regular 
exercise, illustrating the multifaceted nature of 
QoL among workers. The collective contribution 
of these factors underscores the complexities of 
assessing well-being in the workplace and the 
necessity for comprehensive approaches [23].

The findings have critical implications for a broad 
spectrum of stakeholders, including policymakers, 
employers, and researchers. Identifying key predictors 
of QoL furnishes actionable insights for designing 
targeted interventions aimed at enhancing 
workers' well-being. For example, policies 
promoting flexible working hours, enhancing job 
autonomy, and providing adequate financial 
support could markedly improve QoL. Moreover, 
organizations are encouraged to develop and 
implement programs focused on mental health 
and well-being, addressing stress management, 
financial planning, and initiatives to boost job 
satisfaction and autonomy [24,25]. The success of 
the SAMME model in QoL research illustrates the 
potential of machine learning techniques in 
unraveling the intricate dynamics influencing 
QoL. Future research directions may explore the 
applicability of other sophisticated machine 
learning models, thereby broadening the scope 
of QoL studies across varied contexts and 
populations [26].

Despite the promising results, this study has 
several limitations that warrant consideration. 
The cross-sectional nature of the study limits the 
ability to establish causal relationships between 
the predictors and QoL outcomes. Longitudinal 
studies are needed to validate the findings and 
explore causal pathways. Additionally, the study 

utilized data from the Korean National Health 
and Nutrition Examination Survey (KNHANES), 
which may limit the generalizability of the 
findings to other populations and cultural 
contexts. Future research should consider diverse 
datasets to enhance the robustness of the results. 
While the SAMME model demonstrated superior 
performance, its complexity may pose challenges 
in terms of interpretability and practical 
implementation. Efforts to simplify the model 
without compromising its predictive power 
would be beneficial. 

Despite the promising results, this study has 
several limitations. First, the cross-sectional design 
limits the ability to establish causal relationships 
between predictors and QoL outcomes. Second, 
the use of data from KNHANES may restrict the 
generalizability of findings to other populations 
and cultural contexts. Third, the complexity of 
the SAMME model poses challenges in terms of 
interpretability and practical implementation, 
necessitating efforts to simplify the model 
without compromising its predictive power.

5. Conclusion

This study highlights the efficacy of the SAMME 
model in predicting the QoL of workers and 
identifies key factors that influence well-being. 
The results provide valuable insights for 
policymakers and employers aiming to enhance 
the QoL of their workforce. Future research 
should continue to explore advanced machine 
learning techniques and their applications in 
QoL research, with a focus on addressing the 
limitations identified in this study.
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