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Detection of Facial Feature Regionsby Manipulation of DCT’s
Coefficients
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Abstract This paper proposes a new approach for the detection of facial feature regions using the characteristic
of DCT(discrete cosine transformation) thatconcentrates the energy of an image into lower frequency coefficients.
Since the facial features are pertained to relatively high frequency in a face image, the inverse DCT after
removing the DCT's coefficients corresponding to the lower frequencies generates the image where the facial
feature regions are emphasized. Thus the facial regions can be easily segmentedfrom the inversed image using
any differential operator. In the segmented region, facial features can be found using face template. The
proposedalgorithm has been tested with the image MIT's CBCL DB and the Yale facedatabase B. The
experimental results have shown superior performance under the variations of image size and lighting condition.
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1. Introduction

Many researchers have proposed various have been used in popular, where the face region
approaches for face region detection problem, is determined by searching the facial features such
which should be accomplished prior to face as eyes, eyebrows, nose and mouth, as well as skin
recognition process. Recently, Yang[l] has color and textures which exist in any face
classified these approaches into four categories: regardless of sex, age, and race[2-5]. One
knowledge-based, feature invariant, template difficulty of wusing these approaches is that
matching and appearance—based approaches. detection of the facial features is significantly
Among these approaches, feature invariant ones influenced by lighting condition and image size. To

. solve this difficulty, many researchers have
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introduced various methods. Basril6] and

Ramamoorthi[7] have respectively represented
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subspace and shown that the images of convex
Lambertian objects acquired under various lighting
conditions can be approximated by the harmonic
images spanned by 9 eigen—images. These me-—
thods have shown much improved performance in
recognizing faces under irregular lighting con-
ditions. However, they suffered from increased
computations due to complexity of the algorithm to
generate harmonic images and from the difficulty
in applying to small images since the facial
features cannot be extracted easily when image
size is small. To enhance the performance in the
small image cases, Baek [8] has proposed the
method of using major color components to detect
the face region and LDA(linear discriminant
analysis) technique for determining its faceness.
Although it showed its efficiency in detection of
small faces, it also suffered from variation of face
color.

To solve such problems of the aforementioned
approaches as the performance deterioration de-
pending on the image sizes, lighting conditions,
and face colors, this paper proposes a new method
of detecting the facial feature regions using the
characteristic of DCT(discrete cosine transfor—
mation) that DCT concentrates the energy of the
image on the lower frequency coefficients., Since
the facial features occupy the higher frequency
regions in a face image, the facial feature regions
will remain by taking the inverse DCT with
eliminating the lower frequency coefficients of
DCT. In the remained facial regions, the boun-
daries of facial features will be emphasized since
the DC component is eliminated in the region. The
experimental results have shown that the proposed
algorithm works robust on the variation of image

size and lighting condition.

2. Detection of Face Regions using
the Characteristic of DCT

21 DCT

DCT is one of the transforms, such as DFT
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(Discrete Fourier Transform), which map the signal
in time domain into frequency domain, Differently
from other transforms whose eigen—functions are
complex ones including imaginary terms, DCT uses
the real functions as the eigen—functions as given
in Eq. (1) and concentrates the energy of an image
into the coefficients of lower frequency com-—

ponents.
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where f(z, y)is the input image, and its

coefficients o(u) and a(v) are given as follow:
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The coefficient of the lowest order in DCT
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g represents the DC component
which is the average of the image. As the order
increases, the coefficient represents the higher
frequency component. Fig. 1 is a face image and
the result of DCT applied to a face. It can be found
easily from Fig. 1that only the coefficients of lower
order have the large values and thus the image
canbe approximated with only the coefficients of
lower order. This is why DCT is popularly used for

image compression.

Fig.1 An face image and it’s DCT image

2.2 Inverse DCT with removing the
coefficients of lower order

When an input image is small or lighting

condition is irregular, any edge operator cannot
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properly detect the boundaries of the facial
features since the boundary is not clear or false
edges can be detected. To overcome these
problems, this paper takes the DCT of an input
image and than applies the inverse DCT with
eliminating the coefficients of lower orders
corresponding to the lower frequencies. In the
result image, the facial feature regions are
emphasized and the boundaries of the facial
features can be detected easily.

In Eq. (3) describing the inverse DCT, Flu, v),,,,
is the set of the DCT coefficients where the
coefficients corresponding to the DC and lower

frequency components are eliminated,
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Fig.2 shows the result imagesobtained by
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applying Eq. (1) and (3) in sequence to three
different face images.

IDCTed Image with removing DCT soefficients

Ongmal face
i ~ F(l,l) ~ F(2,2) ~ F(3,3) ~ F(4,4)

image
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Fig.2. The original and resultimages of IDCT with
removing the lower frequency DCT coefficient

In the figure, the first column shows the case
where the DCT coefficients from F(0, 0) to £(1, 1)
are eliminated and the inverse DCT is followed.
The second one does the case where the DCT
coefficients from F10,0) to F(2, 2)are eliminated,
the third one and the fourth one respectively show
the cases where the DCT coefficients from F(0, 0)
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to #(3,3) and F(4,4) are eliminated. It can be
found in the figures that the relatively brighter
regions include the facial features such as eyes,
nose, and mouth. Since the histogram of the result
image has a complete bimodal shape as the
example given in Fig. 3
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(a) (b)
Fig.3. Comparison of the histograms of the original image
F(x¥) in (a) and the processed image F(%%),.in (b)

2.3 Extraction of facial features in the

facial feature regions
Once the IDCTed is obtained with

eliminating the DCT coefficients of lower order, its

image

similarity with the face template is tested. The face
template given in Fig. 4(d) is constructed by
calculating the average image of the IDCTed face
images of the real face images. In order to
construct the face template, the face
included in the database of MIT CBCL have been
used. From the face images in the DB such as

images

given in Fig. 4(a), the facial feature regions are
segmented as given in Fig. 4(b) and the proposed
process is applied to obtain the IDCTed image as
given in Fig. 4(c). It is experimentally found that
feature regions are most clearly
segmented in the IDCTed images when the DCT
coefficients from F(0,0) to F(3,3)are removed.

Fig. 4(d) shows the face template finally obtained

the facial

by the experiments.
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Fig.4, Construction of the face template from the IDCTed
images of the real face image
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If the facial feature regions fit the face
template, then the facial features are extracted in
In the IDCTed the
brightness of facial feature regions is tilted to the

those regions. images,
higher range as can be seen in Fig. 4(b). For
efficient detection of the facial features, the

images are stretched over the whole range.
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Fig.5. Construction of the face template from face images.

Fig. 5 shows the facial features extracted from
the original image and the IDCTed image, using
the algorithm provided by Kim and Hahn[9]. The
algorithm segments the facial feature regions into
three regions for eyes, nose and mouth using the
horizontal histogram of the edge image. Then in
each region, the candidatesfor the facial features
are extracted by using the vertical histogram in the
region. The facial features are selected among the
candidates based on the topology of the facial
features.

In Fig. 5, the first two images are obtained with
weak and strong front light respectively, the next
two images are obtained with weak and strong left
and the next two images are
light
respectively. The first column shows the input

light respectively,
obtained with weak and strong right

images. The second and third columns show the
candidates for facial features such as eyes, nose
and mouth extracted from the input image and the
IDCTed using the Kim's

image, respectively,
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algorithm. The fourth and the fifth column show
the facial features finally selected among the
candidates in (b) and (c) respectively. As can be
compared with the images in (d) and (e), the facial
features appear more clearly when the proposed
algorithm is used.

In the case of using the original images, the
algorithm extracts too many candidates for the
facial features to select the genuine ones. For the
front weak image case, although the genuine facial
the

algorithm cannot select them since the other sets

features are included in the candidates,
of candidates satisfy the topology condition of the
facial features. However, when using the IDCTed
the

appeared in the image and thus the facial features

image, unnecessary candidates are not
are selected more clearly and correctly. This is well
illustrated by the pictures in the first and second
TOws.

When the light is polarized as shown in the last
four rows, the features in the shadowed area
cannot be extracted in most cases. Especially when
the shadow is dark, even the candidates cannot be
obtained at all by using the original images as
shown in the fourth and sixth rows. However, it is
shown that some of the features are recovered in
the IDCTed By the

proposedalgorithm can detect the facial features

images. experiments,
successfully in most cases, except the strongly

shadowed images as shown in the last row.

3. Experiments and Discussion

The performance of the proposed algorithm has
been tested with two sets of face databases, MIT
CBCL's DB and Yale facedatabase B. MIT CBCL's
DB provides face and nonface images of 16*16
size, and Yale facedatabase B provides face images
of 16*16 size collected under various lighting
conditions. Using these two DBs, the performance
is measured in three viewpoints. The first one is
how accurately it discerns faces and nonfaces, the
second one is how accurately it detects faces
acquired under various lighting conditions, and the
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third one is how well it applies to the variation of
image size.
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Fig.6. Example images of face included in the MIT
CBCL's DB and their IDCTed image
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Fig.7. Example images of nonface included in the MIT
CBCL’s DB and their IDCTed images

The accuracy of discerning the faces and
nonfaces is tested using the MIT CBCL's face DB.
Fig. 6 shows the examples of face imagesand their
IDCTed images. By testing their similarity with the
face template whether it is larger than 0.5, they
are decided possible faces. The nonfaces whose
example images are given in Fig. 7 have the
similarities less than 0.5. The results of the
classification of face and nonface using the
provide algorithm are summarized in Table 1.

Table 1 shows that the success rate of
discerning the faces and nonfaces when using MIT
CBCL's face DBnot having lighting variations is
100%. Accordingly, we can see that the proposed
algorithm have ability to separateedges having
facial features and non—edges robust.

Table 1. Results of classification of the faces and
nonfaces in the MIT CBCL’s face DB xample
images of nonface included in the MIT
CBCL’s DB and their IDCTed images

Tmage Class Number of Decision Success
Images Faee Nonface Rate()
Face 19 2429 0 T
Nonface 4548 0 58 1w
| Totd 6577 1429 H8 110

The effects of the lighting conditions on the
performance of the proposed algorithm are tested
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with the Yale facedatabase B. The DB includes
total 630 images of 10 persons. A quarter of these
imagesare shadowed strongly by a polarized light.
Fig. 8 shows the images of one person taken under
10 different lighting conditions. Among these, 620
images have been used for the experiment to
match the numbers of images taken under the left
and the right light directions.

Fig.8. Example images of the same person taken under
different lighting conditions

Table 2. Results of face feature detection in the images
acquired under different lighting conditions

i Number of Decision Sueess
Foclmges | Fawe Noofaee | Ratelh)
16416 60 10 14 T4

Table 2 shows the results of the decision
algorithm applied to the Yale facedatabase B. The
show that the
successfully detected in most images except in the

results facial features are
strongly shadowed images. Since the success rate
is under 50% when using the original images, it is
conformed that the proposed algorithm is more
robust on the variation of lighting conditions.

The robustness of the algorithm on the variation
of image sizes is conformed by applying the
algorithm to the enlarged images of MIT CBCL's
DB. The images were enlarged to 32+*32 and 64*64
and the same performances were obtained with the
16*16 images.

4. Conclusions

This paper has proposed a new method of
detecting the facial feature regions using the
characteristic of DCT that it concentrates the
energy of the image on the coefficients of lower
order. By removing those coefficients and taking
the inverse DCT, a new face image is obtained
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from which the facial features are emphasized
even the lighting condition is so bad that the
conventional algorithms cannot find the facial
features. The performance of the proposed
algorithm has been tested with two sets of face
DBs, MIT CBCL's face DB and Yale facedatabase B.
The experimental results have shown that the
algorithm accurately discerns the faces and
nonfaces, and that it accurately determines the
faceness even when the lighting condition is so

bad that a part of face is not clearly shown.
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