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1. Introduction

  3D detection is a critical task in the field of autonomous 
driving. Many tasks in this field require the perception and 
expression of a good 3D space around the unmanned vehicle, 
such as task decision-making, path planning, and motion control.
In recent years, algorithms based on 3D Lidar have greatly 
improved the accuracy of 3D object detection; however, 3D Lidar 
has several disadvantages: expensive, easily affected by 
environmental conditions such as weather, and lidar data is sparse 
over long distances. 3D detection based on RGB camera can 
improve the robustness of the system, especially when other more 
expensive modules fail. Therefore, how to achieve 
reliable/accurate 3D  object detection based on monocular/stereo 
camera is particularly important.
In comparison to the stereo object detection algorithm, which 
requires a lot of calculations and is difficult to register, 3D 
detection using a monocular camera is gradually becoming the 
main research focus.
 

2. Monocular 3D Object Detection

According to the method, monocular 3D object detection is 
roughly divided into four categories:
Based on existing 2D detection algorithms, an additional 
regression branch is added to the ROI of the target to predict 3D 
parameters. [1] first uses CNN to predict a reliable 2D bouding 
box and its orientation, then based on the predicted 2D 
information, use the relevant guidance information to get a 3D 
bounding box, called 3D guidance, and then refines the guidance 
to generate the final 3D bounding box. This methods[2,3] is 
difficult to achieve good results due to the large search space.

[Fig. 1] Overview of [1] proposed 3D object detection paradigm.

Use 2D bounding box and 3D object properties as supervision. 
Projection geometry is introduced as a constraint, and a deep 
regression network is used to predict 3D information, the 2D 
bounding box can only provide 4 constraints, necessitating 
extramely accurate bounding box prediction. [4] uses Faster 
R-CNN[5] to extract features to estimate the dimension of the 2D 
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bounding box and orientation, and then use the ordinary 
least-squares method to solve the 2D to 3D inverse geometric 
projection problem in the camera projection matrix to generate 
the position of the object. This method[6,7] uses two-stage 
detection to generate accurate 2D bounding boxes, is difficult to 
guarantee real-time performance. as show in figure 2.

[Fig. 2] Overview of [4] proposed model.

Select the 3D bounding box of the optimal proposed 
computational target in a multi-stage fusion module using 3D 
CAD models, 3D semantic segmentation, object contours, etc. as 
show in figure 3. But training these networks also requires 
additional annotations. Such methods[8,9,10] infer the vehicles’ 
full shape from key-points, can improve the mAP of occluders 
and truncations, and use the CAD models to represent 
conventionally shaped vehicles. However, in order to train the 
network, needs to label additional relevant data, and even needs 
to provide the depth map to enhance the detection ability.

[Fig. 3] Different 3D CAD models, 3D semantic segmentation and 
object contours. From [9]

Use the key-point detection technology to extract and combine 
key-points for objects, and then use the camera's internal and 
external parameters to constrain the image's perspective. This 
methods of 3D object detection as a key-point detection task does 
not require predicting the 3D bounding box using existing 2D 
detectors or other data generators, but instead creates a network 
to predict the 8 corners and 1 center point of the 3D bounding 
box while minimizing the reprojection error to generate the best 
result.

3. Key-point based Monocular 3D Object Detection

One limitation of incorporating geometric information into deep 
learning methods is the vertices of the 3D box may be related to 
any edge of the 2D bounding box, but the 4 edges of the 2D box 
provide only 4 constraints for restoring the 3D box. Because of 
the over-reliance on the 2D box, even minor errors in the 2D box 

have a significant impact on the 3D box prediction. For occluded 
and truncated objects, the key-point method performs well.
MonoGRNet[10] proposed by Qin et al. can regression the 
projected 3D center point, the instance depth and the approximate 
3D position, emphasizing the difference between the 2D bounding 
box and the 3D bounding box center projected to the 2D image, 
and the projected 3D center point can be regarded as an 
additional key-point, as show in figure 4.

[Fig. 4] Notation for 3D bounding box localization. From [10]

GPP(Ground Plane Polling)[11] Proposed by Akshay et al. 
Generate standard 2D KP points through 3D bounding box 
annotation, and the algorithm predicts some attribute values 
outside the demand to generate 3D bounding box, the purpose is 
to calculate the closest fit through all the generated predicted 
values. As a result, the algorithm is more robust in calculating the 
outer edge, similar to the RANSAC[12] algorithm.
MonoPair[13] Chen et al. proposed it. Get a lot of inspiration 
from CenterNet, and improve the final detection result through 
the spatial relationship between paired vehicles. Compared with 
CenterNet directly predicts a 3D bounding box, and also predicts 
virtual pairwise matching Constraint points between vehicles. 
Matching key-points are defined as: the respective center point 
pairs between the two nearest objects.

[Fig. 5] Pair matching strategy for training and inference. From [13]

SMOKE[14] Proposed by Liu et al. used the method of direct 
regression the 3D bounding box. The center point of the 3D cube 
generated by projection is used as the encoding method for the 
3D bounding box, with other parameters(dimension, depth, 
orientation) as a supplementary parameters.
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FCOS3D[15] proposed by Wang et al. Based on FCOS[16] 
anchor-free 2D detection method to improve 3D detection, the 
backbone is ResNet101[17] with DCN, and is equipped with FPN 
architecture to detect objects of different scales. Same with 
SMOKE, in order to predict the 3D bounding box, the following 
variables are regressed: the offset of the projected point of the 3D 
center point on the 2D plane, the depth, three-dimensional size, 
heading angle, and the direction discrimination.
Cai et al. proposed Decoupled-3D[18]. It was first proposed that 
the depth estimation of 3D vertices can be separated from 2D 
projection estimation. To generate the projected cube vertices, a 
scheme similar to RTM3D[19] is used, and the virtual edge 
height is used as a strong prior to getting the depth estimate, 
allowing the 3D detection frame to be generated.

4. Conclusions

This paper gives an overview of recent advances in monocular 
3D object detection using key points for autonomous driving. 
First, we show how to categorize existing monocular 3D object 
detection methods, then analyzed and compared the key-point 
based methods, and discussed each method for key-point 3D 
detection, such as virtual key-point, key-point dropout module, 
relationship key-point, etc. Analyzing and comparing the 
key-point based monocular 3D object detection under different 
methods, provides a research basis for our subsequent research on 
key-point based monocular 3D object detection.
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